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Abstract—The fast compression of images is a requisite in many applications like TV production, teleconferencing, or digital cinema. Many of the algorithms employed in current image compression standards are inherently sequential. High-performance implementations of such algorithms often require specialized hardware like field integrated gate arrays. Graphics Processing Units (GPUs) do not commonly achieve high performance on these algorithms because they do not exhibit fine-grain parallelism. Our previous work introduced a new core algorithm for wavelet-based image coding systems. It is tailored for massive parallel architectures. It is called bitplane coding with parallel coefficient processing (BPC-PaCo). This paper introduces the first high performance, GPU-based implementation of BPC-PaCo. A detailed analysis of the algorithm aids its implementation in the GPU. The main insights behind the proposed codec are an efficient thread-to-data mapping, a smart memory management, and the use of efficient cooperation mechanisms to enable inter-thread communication. Experimental results indicate that the proposed implementation matches the requirements for high resolution (4K) digital cinema in real time, yielding speedups of 30× with respect to the fastest implementations of current compression standards. Also, a power consumption evaluation shows that our implementation consumes 40× less energy for equivalent performance than state-of-the-art methods.

Index Terms—Image coding, SIMD computing, Graphics Processing Unit (GPU), Compute Unified Device Architecture (CUDA).

I. INTRODUCTION

ARGUABLY, the main goal of image coding systems is to represent the samples (i.e., pixels) of an image with the minimum number of bits possible, thereby achieving compression. In addition to compression, current image codecs provide other features such as region of interest coding, error resilience, or capabilities for interactive transmission. The high compression efficiency and novel features of the latest image compression schemes, however, come at the expense of computationally demanding algorithms. As a result, current codecs often require specialized hardware to meet the (real-time) demands of applications such as digital cinema, surveillance, or medical imaging. In such scenarios, the use of Graphics Processing Units (GPUs) might be a solution to accelerate the coding process in a cost- and energy-efficient way.

A representative coding scheme of modern image codecs is that of the JPEG2000 standard (ISO/IEC 15444-1), which provides excellent coding performance and advanced features [1]. The coding pipeline of JPEG2000 is structured in three main stages (see Fig. 1): data transformation, data coding, and bitstream reorganization. The data transformation stage removes the spatial redundancy of the image through the discrete wavelet transform [2]. Data coding codes the transformed samples, called coefficients, by means of exploiting visual redundancy. Bitplane coding and arithmetic coding are two efficient techniques to do so. The bitplane coder repetitively scans the coefficients in a bit-by-bit fashion. These bits are fed to the arithmetic coder, which produces the bitstream. The last stage of the coding pipeline codes auxiliary information and reorganizes the data. The techniques employed in the data coding stage are fundamental to achieve compression, though they need abundant computational resources. A common codec approximately spends 80% of the total coding time in this stage, whereas the first and the last stage take 15% and 5% of the execution time, respectively [3].

Many Single Instruction, Multiple Data (SIMD) implementations of image codecs on GPU architectures are devised to accelerate the coding process [4]–[16]. Their aim is to
TABLE I: Execution time (in seconds) of Kakadu, CUJ2K, and JPEG2K when coding 3 images of different size in lossless mode. Kakadu is executed in a Core Duo E8400 at 3 GHz, whereas the GPU implementations are executed in a GeForce GTX 480. These results are reproduced from [17] with the permission of the authors.

<table>
<thead>
<tr>
<th>Image Samples ($\times 2^{20}$)</th>
<th>12</th>
<th>28</th>
<th>39</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kakadu</td>
<td>1.65</td>
<td>7.05</td>
<td>8.3</td>
</tr>
<tr>
<td>CUJ2K</td>
<td>1.25</td>
<td>2.95</td>
<td>3.9</td>
</tr>
<tr>
<td>JPEG2K</td>
<td>0.72</td>
<td>2.35</td>
<td>2.75</td>
</tr>
</tbody>
</table>

extract massive data-level parallelism in the first and second stage of the coding scheme to achieve higher computational performance than implementations optimized for Central Processing Units (CPUs). The operations carried out in the data transformation stage are well-fitted to SIMD computing. Many GPU implementations of such transforms can be found in the literature [4]–[6], [11], [13]–[16]. To implement the bitplane coder and the arithmetic coder efficiently in SIMD architectures is a much greater challenge. The problem is to extract fine-grained data-level parallelism from algorithms that were not originally devised for SIMD. Due to this difficulty, current GPU implementations of bitplane coding engines [7], [9], [10], [12] are unable to fully extract the computational power of the GPU architectures. Table I shows a comparison presented in [17] reporting the execution time of JPEG2000 codecs optimized for CPUs and GPUs. Kakadu [18] is among the fastest CPU implementations of the standard, whereas CUJ2K [19] and JPEG2K [17] are the most competitive open-source implementations for GPUs. The GPU employed in this comparison has a peak performance approximately 10 times superior to that of the employed CPU. Even so, the GPU implementations achieve (at most) a 3× speedup with respect to Kakadu.

Our previous work [20] introduced a bitplane coding engine that unlocks the data dependencies of traditional algorithms. In that work, the proposed bitplane coding with parallel coefficient processing (BPC-PaCo) is introduced in the framework of JPEG2000 without sacrificing any feature of the coding system. The bitstream generated by BPC-PaCo is not compiled with the standard since the parallel coefficient processing modifies the way that the bitstream is constructed. Also, it slightly penalizes coding performance, though in general the efficiency loss is less than 2%. Our previous paper focused on the image coding perspective of the method, analyzing its features and coding performance. A preliminary version of the implementation of the encoder in a GPU was introduced in [21]. Herein, we introduce the optimized GPU implementation for both the encoder and decoder, and extend our previous work with additional experimental results, a detailed analysis of the implementation, and a revised writing. The comparison of the proposed implementation with the most efficient CPU and GPU implementations of JPEG2000 suggests that BPC-PaCo is approximately 30 times faster and 40 times more power-efficient than the best JPEG2000 implementations. This increase in performance is because BPC-PaCo can exploit the resources of the GPU more efficiently than the conventional bitplane coding engine of JPEG2000. The experimental assessment considers the level of divergence, parallelism, and instructions executed of the codecs evaluated.

The rest of the paper is structured as follows. Section II provides a general background of bitplane coding and GPU architectures. Section III reviews BPC-PaCo and Section IV describes the proposed implementation. Section V provides experimental results. The last section summarizes this work.

II. BACKGROUND

A. Overview of bitplane image coding

Fig. 2 depicts an overview of the bitplane coding process of JPEG2000. The image on the left represents the coefficients produced by the data transformation stage. Then, the coding system conceptually partitions the image into rectangular tiles that contain a predefined number of coefficients. These tiles are referred to as codeblocks. Although the size of the codeblock can vary, in general codeblocks of 64×64 are preferred since they provide competitive coding efficiency. The bitplane coding process is applied independently in each codeblock, producing a bitstream per codeblock. All the bitstreams are then re-organized in the third stage of the coding pipeline to produce the final file.

The main insight of bitplane coding is to scan the coefficients in planes of bits. Bitplane $j$ is defined as the collection of bits in the $j^{th}$ position of the binary representation of the coefficients (excluding the sign). Bitplane coding engines code the bits of the coefficients from bitplane $M-1$ to 0, with $M$ representing a sufficient number of bits to represent all coefficients. This is depicted in the middle image of Fig. 2. The bits of the bitplane are not processed sequentially. Instead, the bits that are more likely to reduce the distortion of the image are emitted to the output bitstream first. This is implemented in practice via the so-called coding passes [22]. JPEG2000 employs three coding passes called significance propagation pass (SPP), magnitude refinement pass (MRP), and cleanup pass (CP). Each coding pass processes the bits of a set of coefficients. The procedure ensures that all coefficients are processed once in each bitplane by one—and only one—coding pass.

Let us define the significance state of coefficient $x$ as $S(x) = 1$ when the first non-zero bit of its binary representation has already been emitted, and as $S(x) = 0$ otherwise. When $S(x) = 1$ the coefficient is called significant. The SPP processes the bits of non-significant coefficients that have some immediate neighbor that is significant. This aims at emitting first the bits of those coefficients that are more likely to become significant in the current bitplane. These bits reduce the most the distortion of the image. When a coefficient is significant, its sign bit is emitted just after its significance bit. The MRP is applied after the SPP, processing the bits of coefficients that were significant in previous bitplanes. The CP is the last coding pass applied in each bitplane, processing the bits of non-significant coefficients that were not emitted in the...
Fig. 2: Overview of the JPEG2000 bitplane coding process. Codeblocks containing 8×8 coefficients are depicted for simplicity. The coefficients processed in the coding passes SPP, MRP, and CP are depicted in red, blue, and green, respectively.

SPP. As seen in the right image of Fig. 2, the three coding passes utilize the same scanning order, though each processes only the coefficients that fulfill the aforementioned conditions. The scanning order of JPEG2000 partitions the codeblock in sets of four rows, visiting the coefficient in each set from the top-left to the bottom-right coefficient.

Two important mechanisms of bitplane coding strategies are the context formation and the probability model. The context of a coefficient is determined via the significance state, or the sign, of its eight immediate neighbors (see Fig. 2, right-top corner). The function that computes the context considers the number and position of the significant neighbors and their signs (when already coded). The probability model then employs this context to adaptively adjust the probabilities of the bits emitted in each context. The bit and the probability are fed to an arithmetic coder, generating a compressed representation of the data.

Arithmetic coding is an entropy coding technique extensively employed in the coding field due to its high efficiency [23]. From an algorithmic point of view, an arithmetic coder divides an arithmetic interval in two subintervals whose sizes are proportional to the estimated probability of the coded bit. The subinterval corresponding to the value of the bit coded is chosen. Then the same procedure is repeated for following bits. The transmission of any number within the final interval, referred to as codeword, permits the decoding of the original bits. As it is traditionally formulated, it renders the coding algorithm as a causal system in which each bit can not be coded without processing all the previous bits of that codeblock.

B. Overview of Compute Unified Device Architecture (CUDA)

GPUs are massively parallel devices containing multiple throughput-oriented SIMD units called streaming multiprocessors (SM). Modern GPUs have up to 24 SMs and each SM can execute multiple 32-wide SIMD instructions simultaneously. The CUDA programming model defines a computation hierarchy formed by threads, warps, and thread blocks. A CUDA thread represents a single lane of a SIMD instruction. Warps are sets of 32 threads that advance their execution in a lockstep synchronous way as single SIMD operations. Control flow divergence among the threads of the same warp results in the sequential execution of the divergent paths and the increase of the total number of instructions executed, so it should be avoided. Thread blocks group warps, and each one is assigned and run until completion in a specific SM. Warps inside the same block are executed asynchronously but they can cooperate sharing data via on-chip fast memories and can synchronize using explicit barrier instructions.

From a programming point of view, the memory hierarchy of GPUs is organized in 1) a space of local memory that is private to each thread, 2) a space of shared memory that is private to each thread block, and 3) a space of global memory that is public to all threads. From a microarchitecture point of view, the amount of local memory reserved for each thread is located in the registers or in the off-chip memory, depending on the available resources. GPUs also have two levels of cache. In recent CUDA architectures, local memory located in the off-chip memory has exclusive use of the level-1 (L1) cache.

The SM activity is defined as the time that each SM is active during the execution of a CUDA program, also called kernel. It is commonly expressed as an average percentage. A SM is considered active if it has, at least, a warp assigned for execution. A CUDA program may not occupy all the SMs of the GPU. This may happen when the kernel does not launch sufficient thread blocks. Also, high workload imbalances caused by different execution times of the thread blocks may reduce the SM activity and affect the overall performance. The occupancy of active SMs is defined as the percentage of active warps relative to the maximum supported by the SM. The theoretical occupancy of a kernel is the maximum occupancy when considering the static execution configuration. It can be limited by the amount of shared memory and registers assigned to each thread block. The achieved occupancy may be lower than the theoretical when the warps have high variability in their execution times or when they need to synchronize
The employed context formation approach has been devised to reduce both computational load and control flow divergence. More details on its underlying ideas can be found in [24], [25]. As shown in Fig. 3, the computation of the parallel control flows are too divergent to employ the mechanisms of traditional bitplane coding engines to promote SIMD parallelism within the codeblock. The main idea behind BPC-PaCo is to partition the codeblock in $N$ vertical stripes, each containing two columns of coefficients, that can be coded in parallel. The coding process within the codeblock advances its execution in a lock-step synchronous fashion for all stripes, collaborating to share some data when necessary. The scanning order, coding passes, context formation, probability model, and arithmetic coding are redefined to permit such a parallel processing.

Fig. 3 depicts the coding strategy of BPC-PaCo. The scanning order in each stripe visits the coefficients from the top to the bottom row and from the left to the right column. The context formation for the SPP and CP sums the significance state of the eight neighbors of the coefficient, i.e., $C(x) = \sum_{i=1}^{8} S(n_i)$, with $n_i$ denoting the immediate neighbors of $x$. The sign of the coefficient is emitted, when necessary, employing another set of contexts. These contexts are computed via the sign (when already coded) of the top, right, bottom, and left neighbors, employing simple comparisons and logical operations. The bits emitted in the MRP are all coded with a single context. The employed context formation approach has been devised to reduce both computational load and control flow divergence. More details on its underlying ideas can be found in [24], [25]. As shown in Fig. 3, the computation of the contexts needs that stripes of the same codeblock communicate among them.

Traditional probability models adjust the probabilities of the emitted bits as more data are coded. The adaptation is sequential. There are no simple solutions to update the probabilities in parallel. To adapt the probabilities for each stripe independently is not effective either because too little data are coded, resulting in poor coding performance [22]. BPC-PaCo adopts an approach in which the probabilities are not adjusted depending on the coded data but they are precomputed off-line using a training set of images. These stationary probabilities are stored in a lookup table (LUT) that is known by the encoder and the decoder (so it is not included in the codestream). Such a model exploits the fact that the transformed coefficients have similar statistical behavior for similar images [26]. Once the LUT is constructed, it can be employed to code any image with similar features as those in the training set. Evidently, different sensors (such as those in the medical or remote sensing fields) produce images with very different statistical behaviors, so individual LUTs need to be computed for each [26].

The probability of a bit to be 0 or 1 is extracted from the LUT using its context and bitplane. The bit and its probability are fed to an arithmetic coder. BPC-PaCo employs $N$ independent arithmetic coders, one for each stripe of the codeblock. This allows the synchronous parallel coding of the bits emitted in each stripe. The main difficulty with such a procedure is that the codewords produced by the $N$ coders must be combined in the bitstream in an optimized order so that the bitstream can be partially transmitted and decoded (see below).

Besides using multiple arithmetic coders, BPC-PaCo employs a coder that is simpler than that employed in traditional systems. The main difference is that it generates multiple fixed-length codewords instead of a single and long codeword that has to be processed in small segments [23]. The fixed-length codeword arithmetic coder is adopted by BPC-PaCo because it reduces computational complexity and control flow divergence. Fig. 3 depicts the codewords generated by each coder below each stripe. At the beginning, the arithmetic interval of each coder is as large as the codeword. As more bits are coded, the interval is reduced. When the minimum size is reached, the codeword is exhausted and so it is dispatched in a reserved position of the bitstream. Then, a new position is reserved at the end of the bitstream for the to-be-coded codeword. The reservation of this space needs cooperation among stripes.

As described in [20], BPC-PaCo uses three coding passes. We note that the more coding passes employed, the more divergence that occurs in SIMD computing. This is because the bit of the currently visited coefficient in each stripe may, or may not, need to be emitted. The threads coding the stripes in which the bit is not emitted are idle while the others perform the required operations. Three coding passes achieve competitive efficiency [22], though the method can also use two passes without penalizing coding performance significantly. This can be seen in Fig. 4, which reports the coding performance achieved by BPC-PaCo when using two or
three coding passes with respect to the performance achieved by JPEG2000. The vertical axis of the figure is the peak signal to noise ratio (PSNR) difference between BPC-PaCo and JPEG2000. PSNR is a common metric to evaluate the quality of the image. In general, differences of 1 dB in PSNR are considered visually relevant, whereas differences below 1 dB are not commonly perceived by the human eye. The horizontal axis of the figure is the bitrate, expressed in bits per sample (bps). A low bitrate indicates a small size of the final bitstream. As seen in the figure, BPC-PaCo with three coding passes achieves a PSNR that is, at most, 0.5 dB below that of JPEG2000. BPC-PaCo with two coding passes achieves a slightly inferior coding performance, with peaks of at most 0.9 dB below that of JPEG2000. These results are generated for an image of the corpus employed in the experimental section. The results hold for other images of this and other corpora.

IV. ANALYSIS AND IMPLEMENTATION

This section details the implementation of BPC-PaCo in CUDA. We consider the two- and three-pass version of the algorithm since the use of only two passes helps to accelerate the coding process. This requires two versions for the encoder and two for the decoder. The first part of this section overviews the common aspects to all versions of the codec, namely, work decomposition, memory management, and cooperation mechanisms. Then, the particular algorithms for the two versions of the encoder are presented. The decoder is discussed in the last part.

A. Overview

Our implementation decomposes the work following the intrinsic data partitioning of the algorithm. More precisely, a CUDA warp is assigned to each codeblock, and each thread of the warp processes a stripe within the codeblock. This thread-to-data mapping exposes fine-grained parallelism and avoids the use of explicit synchronization instructions among threads. Since there are not data dependencies among codeblocks, the thread block size can be adjusted without algorithmic restrictions.

Key to maximize performance is the memory management. The two larger and most frequently accessed data structures, both in the encoder and the decoder, are the coefficients of the codeblock and its bitstream. The most efficient strategy is to store the coefficients in the local memory, making use of the rapid on-chip registers, whereas the bitstream is stored in the global memory. With a codeblock size of 64×64 and 32 threads per warp, each thread must hold 128 coefficients in its local memory plus other temporary variables. This large amount of local memory per thread demands a compromise. There is a well-known tradeoff between the registers employed per thread, the amount of register spilling traffic that is redirected to the device memory, and the achieved occupancy. The higher the number of registers per thread, the lower the number of warps that can be executed simultaneously, and also the lower the amount of local data accesses that must be spilled to the device memory. Table II shows the occupancy and the execution time achieved when limiting the number of registers per thread at compilation time from 16 to 128. Results for the two versions of the encoder are reported. The results indicate that the lowest execution time is achieved when using 32 registers per thread. In our implementation the amount of data spilling appears to be moderate and it does not significantly degrade the performance thanks to the high thread-level parallelism achieved. These results also hold for the decoder and for other images.

The bitstream of each codeblock is stored in the global memory to save on-chip resources. As previously explained, the bitstream contains individual codewords. While a codeword is still in use, it is temporarily stored in the local memory. Each codeword is used to code a variable number of symbols. The different probabilities of the symbols causes that codewords from different stripes are exhausted at different instants. Therefore, when a codeword is exhausted, it is written into the bitstream (commonly) in a non-coalesced way. This means that to write codewords in the bitstream is an expensive operation. Fortunately, this task is not carried out frequently because many symbols are coded before a codeword is exhausted. Our experience indicates that to use the global

![Fig. 4: Coding performance comparison between JPEG2000 and BPC-PaCo with two and three coding passes.](image-url)
memory to store the bitstream offers optimal performance for the encoder. Once a codeword is written, it is not further used, so the latency of the memory transaction is hidden due to the high arithmetic intensity of the algorithm. The case for the decoder is slightly different and is discussed below.

In addition to these data structures, BPC-PaCo utilizes two ancillary structures, namely, a set of LUTs that store the static high arithmetic intensity of the algorithm. The case for the encoder. Once a codeword is written, it is not further used, so the latency of the memory transaction is hidden due to the high arithmetic intensity of the algorithm. The case for the decoder is slightly different and is discussed below.

B. Encoder with 2 passes

Algorithm 1 details the CUDA kernel implemented for the two-pass encoder. The parameters of the algorithm are thread identifier $T$, top-left codeblock coordinates (with respect to the image) $X$ and $Y$, and codeblock height $H$. First (in lines 2-8), the coefficients of the stripe are read from the global memory, which is denoted by $G$, and stored in the local memory, which is denoted by $L$. The status map, referred to as $S$, is initialized in the same loop. As seen in the algorithm, both bits of $S$ are initialized to 0. When the coefficient becomes

\begin{algorithm}[h]
\begin{algorithmic}
\State allocate $C[H][2]$ in local memory
\For {$y \in \{0, \ldots, H - 1\}$}
\For {$x \in \{0, 1\}$}
\If {$S[y][x][0] = 0$}
\State $C[y][x] \leftarrow G[Y + y][X + T * 2 + x]$
\EndIf
\State $S[y][x][1] \leftarrow 0$
\EndFor
\EndFor
\EndFor
\EndFor
\end{algorithmic}
\caption{BPC-PaCo Encoder (with 2 coding passes)}
\end{algorithm}

\begin{algorithm}[h]
\begin{algorithmic}
\For {$y \in \{0, \ldots, H - 1\}$}
\For {$x \in \{0, 1\}$}
\If {$S[y][x][1] = 1$}
\State $P_{ref} \leftarrow U_{ref}[j]$
\EndIf
\State $b \leftarrow ((L[y][x] \gg j) & 1)$
\State encodeBit($b$, $P_{ref}$)
\EndFor
\EndFor
\EndFor
\end{algorithmic}
\caption{refineMagnitude($L$, $S$, $j$)}
\end{algorithm}

\begin{algorithm}[h]
\begin{algorithmic}
\For {$y \in \{0, \ldots, H - 1\}$}
\For {$x \in \{0, 1\}$}
\If {$S[y][x][1] = 1$}
\State $S[y][x][1] \leftarrow 1$
\EndIf
\EndFor
\EndFor
\EndFor
\end{algorithmic}
\caption{getNeighbors($L$, status map $S$, and biplane $j$)}
\end{algorithm}

\begin{algorithm}[h]
\begin{algorithmic}
\State return $(\Phi(C[y - 1][x \pm 1], T \pm 1),$$\Phi(C[y][x \pm 1], T \pm 1),$$\Phi(C[y + 1][x \pm 1], T \pm 1))$
\end{algorithmic}
\caption{encodeBit($T$, $b$, and probability $P$)}
\end{algorithm}

\begin{algorithm}[h]
\begin{algorithmic}
\If {$Z = 0$}
\State $L \leftarrow 0$
\State $Z \leftarrow 2^w - 1$
\State $v \leftarrow \Omega(trure)$
\State $B \leftarrow B + \Psi(v \ll (32 - T))$
\State $B \leftarrow B + \Psi(v)$
\EndIf
\If {$b = 0$}
\State $Z \leftarrow Z \cdot P$
\EndIf
\Else
\State $t \leftarrow (Z \cdot P) + 1$
\State $L \leftarrow L + t$
\State $Z \leftarrow Z - t$
\EndIf
\If {$Z = 0$}
\State $\tilde{G}[B] \leftarrow L$
\EndIf
\end{algorithmic}
\caption{Algorithm 4 - encodeBit($T$, $b$, and probability $P$)}
\end{algorithm}
significant, its first bit is set to 1 (in line 19) to facilitate the context computation. The second bit of the status map indicates whether the coefficient has to be coded in the SPP or the MRP, so it is set to 1 (in line 8 of Algorithm 2) when the coefficient needs to be refined. Note that, for simplicity, we use SPP in this version of the coder to refer to the significance coding (despite that the CP is not in use).

Line 9 in Algorithm 1 is the loop that iterates from bitplane $M - 1$ to 0. $M$ is computed beforehand by each warp via a reduction operation. The SPP is applied in lines 10-27, whereas the MRP, embodied in Algorithm 2, is applied afterwards. The first operation (in line 12) of the SPP is to get the neighbors within the adjacent stripes needed to compute the context of the coefficient. This operation must be carried out before the potentially divergent step of line 13 because otherwise some threads may become inactive, being unable to participate in the communication. The communication among threads is done via the shuffle instruction, denoted by $\Phi(\cdot)$ in Algorithm 3. The function “getNeighbors(\cdot)” fetches the adjacent neighbors to $L[y][x]$ that, depending on whether it is in the left or right column of the stripe, needs the $x+1$ or $x-1$ coefficient from the $T-1$ or $T+1$ thread, respectively. Algorithm 3 simplifies this with the operator $\pm$.

After fetching the neighbors, the algorithm checks whether the coefficient needs to be coded in the SPP or not. If so, the “significanceContext(\cdot)” function computes the significance context, denoted by $C_{sig}$, employing the eight adjacent neighbors of the coefficient, as described in Section III. This function is not further detailed herein. Probability $P_{sig}$ is accessed through $C_{sig}$ and bitplane $j$ in the corresponding LUT, which is referred to as $U_{sig}$. The significance bit (computed in line 16, with & denoting a bit-wise AND operation) and its probability are fed to the arithmetic coder embodied in procedure “encodeBit(\cdot)”. If the coefficient becomes significant (i.e., if $b = 1$), then its sign has to be coded too. Lines 20-23 do so. The operations are similar to the coding of the significance bit.

The arithmetic interval employed by the arithmetic coder is represented by $L$ and $Z$ in Algorithm 4. $L$ is its lower boundary and $Z$ its size. The length of the codeword is denoted by $W$, so both $L$ and $Z$ are integers in the range $[0, 2^W - 1]$. $W$ is $W = 16$ in our implementation, though other values are also valid [23]. The interval division is carried out in lines 8-14. When $b = 0$, the lower subinterval is kept, otherwise the upper subinterval is kept. The codeword is exhausted when $Z = 0$. As seen in line 16, then the codeword is put in position $\hat{B}$ of the bitstream. Note that $\hat{B}$ is computed in lines 1-7 when a new symbol is coded and the last codeword is exhausted (or at the beginning of coding). The vote and pop-count functions are denoted by $\Omega(\cdot)$ and $\Psi(\cdot)$, respectively. $\Omega(\cdot)$ is employed to compute how many concurrent threads reserve space in the bitstream. In line 5, $\Psi(\cdot)$ computes the number of threads with higher priority than $T$ (i.e., all those processing the stripes on the left of the current). $B$ is the length of the bitstream, stored in the shared memory. It is updated in line 6 considering all threads that have reserved a codeword in the bitstream.

C. Encoder with 3 passes

Algorithm 5 details the CUDA kernel of the BPC-PaCo encoder with three coding passes. It uses the same functions as before. The structure of the algorithm is similar to that of Algorithm 1 too. The main difference is that significance coding is carried out in two different passes, the SPP and the CP. The SPP is applied from line 11 to 32, whereas the CP is carried out from line 34 to 53. As seen in lines 14 and 15, SPP only codes non-significant coefficients that have some significant neighbor. The CP codes the remaining non-significant coefficients.

The status map of this version of the encoder uses 3 bits per coefficient. The first two have the same meaning as before. The third flags the non-significant coefficients that are to be coded in the CP. It is initialized to 1 at the beginning of coding (in line 7) because only the CP is applied in the highest bitplane.
The probabilities employed for SPP and CP are different, so different LUTs are employed in each coding pass.

Clearly, the three-pass version of the encoder executes more instructions than the two-pass version. The addition of a third coding pass also increases the control-flow divergence, which results in longer execution times. Table III reports the number of instructions executed normalized by the problem size, the warp efficiency, and the normalized execution time achieved by both encoders. On average, the three-pass version executes $1.35 \times$ more instructions than the two-pass version, which corresponds with the increase in execution time. The warp efficiency is a metric to assess the control-flow divergence. It is measured as the average percentage of active threads per warp during execution time. The two-pass version of the algorithm achieves a 49% warp efficiency since, on average, half the threads in a coding pass are idle while the others code the coefficients. The three-pass version of the algorithm achieves a warp efficiency only 4% lower than that of the two-pass version since the CP does not produce much divergence among threads.

D. Decoder

The algorithmic structure and the cooperation mechanisms of the decoder are the same as those of the encoder. The bitstream is also stored in the global memory and the reconstructed coefficients are kept in the local memory. Contrarily to the encoder, the decoder reads the codewords from the bitstream and uses them to decode the symbols. Again, the codewords are read in a non-coalesced way, decreasing the efficiency of the memory transactions. In this case, the memory transactions can not be hidden by executing independent arithmetic operations as effectively as in the encoder. This is because the value of a codeword is required immediately after fetching it. This is the cause behind the slightly longer execution times of the decoder with respect to the encoder.

Table III reports the normalized execution time for both versions of the decoder. On average, the two-pass version of the decoder is 10.3% slower than the encoder, whereas the three-pass version is 9.2% slower. Despite this decrease in performance, our experience indicates that to store the bitstream in the global memory is more efficient than to use the shared memory or other strategies since they increase the number of instructions executed and decrease the occupancy.

V. EXPERIMENTAL RESULTS

The proposed implementation is compared with Kakadu v7.8 [18] and JPEG2K v1.0 [17]. As previously stated, Kakadu is one of the fastest JPEG2000 implementations. It is a C++ CPU multi-thread implementation heavily optimized via assembler. JPEG2K is an open-source CUDA implementation of JPEG2000. It is not optimized for the latest CUDA architectures, but still offers the most competitive performance among open-source implementations. BPC-PaCo and JPEG2K are compiled with CUDA 7.5 and executed in five devices, namely, a GTX TITAN X, GTX TITAN Black, GTX 480, GTX 750, and a Tegra X1. Kakadu is executed in a workstation with 4 Intel Xeon E5-4620 at 2.20 GHz (8 cores and 16 threads per processor, for a total of 32 cores and 64 threads). It is compiled using GCC 4.8. The GPU metrics are collected employing “nvprof”. The images employed in the experiments are captured by the GeoEye and Ikonos satellites. They have a maximum size of 10240×10240, are eight-bit gray scale, and have one component. These images are employed herein due to their very high resolution, which facilitates performance tests. The type of the image (e.g., natural, satellite, etc.) or its shape does not affect the computational performance. The obtained results hold for different types of images such as those employed in digital cinema, TV production, surveillance, or digital cameras, among others. The performance achieved by BPC-PaCo for different types of images is extensively studied in [20], [21], [24], [26]. Some of the following experiments employ reduced-size versions of these images. The irreversible 9/7 wavelet transform is employed to transform them with 5 levels of decomposition. Wavelet data are partitioned in codeblocks of 64×64. The GPU tests employ a block size of 128 CUDA threads. In all experiments, the results reported for Kakadu are obtained when using the optimal number of threads. See in Fig. 5 the performance achieved by this implementation when using different number of threads to code an image of the corpus. Results also hold for the other images. The vertical axis of the figure is the number of coefficients coded per unit of time (in Msamples/second). The scalability achieved from 2 to 8 threads is almost linear, though for a higher number of threads is notably decreased. In the workstation employed, the use of 32 threads achieves maximum performance.

In our implementation, CPU-GPU memory transfers are implemented synchronously using pinned memory. Table IV reports the time spent by the CPU-GPU transfers and the computation time spent by the BPC-PaCo encoder with 2 coding passes for different image sizes. Memory transfers represent 40% and 33% of the execution time, on average, when using 2 and 3 (not shown in the table) coding passes, respectively. These results hold for the decoder. In throughput-oriented scenarios, the memory transfers can be asynchronously overlapped with the computation task when coding large resolution images or video sequences. Only the bitplane coding time
TABLE III: Evaluation of GPU metrics achieved by the different versions of the codec. The experiments are carried out with a GTX TITAN X.

<table>
<thead>
<tr>
<th>Image size</th>
<th>2 coding passes</th>
<th>3 coding passes</th>
<th>2 coding passes</th>
<th>3 coding passes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>inst. executed</td>
<td>warp efficiency</td>
<td>exec. time</td>
<td>inst. executed</td>
</tr>
<tr>
<td>2048 × 2048</td>
<td>0.98 ns</td>
<td>49%</td>
<td>1.36 ns</td>
<td>1.15 ns</td>
</tr>
<tr>
<td>3072 × 3072</td>
<td>0.76 ns</td>
<td></td>
<td>1.06 ns</td>
<td>0.83 ns</td>
</tr>
<tr>
<td>4096 × 4096</td>
<td>0.68 ns</td>
<td></td>
<td>0.94 ns</td>
<td>0.74 ns</td>
</tr>
<tr>
<td>5120 × 5120</td>
<td>0.65 ns</td>
<td></td>
<td>0.90 ns</td>
<td>0.71 ns</td>
</tr>
<tr>
<td>6144 × 6144</td>
<td>0.62 ns</td>
<td></td>
<td>0.86 ns</td>
<td>0.67 ns</td>
</tr>
<tr>
<td>7168 × 7168</td>
<td>0.58 ns</td>
<td></td>
<td>0.85 ns</td>
<td>0.62 ns</td>
</tr>
</tbody>
</table>

TABLE IV: CPU-GPU memory transfers and computation time of BPC-PaCo with 2 coding passes. The experiments are carried out with a GTX TITAN X (with a PCI 3.0 bus).

<table>
<thead>
<tr>
<th>Image size</th>
<th>mem. transfer</th>
<th>BPC-PaCo</th>
<th>mem. transfer</th>
<th>total time (in ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU → GPU</td>
<td>(2 passes)</td>
<td>GPU → CPU</td>
<td></td>
</tr>
<tr>
<td>2048 × 2048</td>
<td>23</td>
<td>67</td>
<td>10</td>
<td>6.15</td>
</tr>
<tr>
<td>4096 × 4096</td>
<td>29</td>
<td>58</td>
<td>13</td>
<td>19.52</td>
</tr>
<tr>
<td>6144 × 6144</td>
<td>30</td>
<td>56</td>
<td>14</td>
<td>41.53</td>
</tr>
<tr>
<td>8192 × 8192</td>
<td>31</td>
<td>55</td>
<td>14</td>
<td>71.63</td>
</tr>
</tbody>
</table>

is reported in the following tests, excluding pre- and post-processing operations.

A. Computational performance evaluation

The first test evaluates computational performance. Fig. 6 depicts the achieved results. Each bar in the figure corresponds to the performance achieved when en/de-coding a particular image. Note that the figure is vertically split for illustration purposes. The results indicate that BPC-PaCo is significantly faster than the other implementations. The two-pass version of the encoder (decoder) achieves average speedups of 27.4 × (25.1 ×) and 94.2 × (121.1 ×) with respect to Kakadu (and JPEG2K). The three-pass version of BPC-PaCo achieves average speedups of 19.3 × (18.2 ×) and 66 × (87.7 ×). The two-pass version of the algorithm is, approximately, 1.4 times faster than the three-pass version, for both the encoder and the decoder. JPEG2K is slower than Kakadu because of the fine-tuning optimization carried out in Kakadu and because the GPU implementation of JPEG2000 can not fully exploit SIMD parallelism due to the sequential coding algorithms of JPEG2000. Fig. 6 also depicts the minimum performance needed to compress in real time high resolution digital cinema. The proposed implementation is the only that could be employed. We recall that, currently, implementations of real-time digital cinema need to employ field programmable gate arrays.

Table V reports some GPU performance metrics achieved when BPC-PaCo and JPEG2K code an image of the corpus. These metrics help to appraise the performance of our method and to explain the performance difference between our method and JPEG2K. As seen in the table, the 73 × (53 ×) speedup of the two-pass (and three-pass) version of BPC-PaCo with respect to JPEG2K is due to improvements in three aspects:

1) the execution of 15 (11.1) times fewer instructions, 2) the execution of these instructions 4.5 (4.2) times faster, and 3) a slightly higher usage of the SMs. BPC-PaCo executes fewer instructions than JPEG2K because its algorithm is simpler and because it exhibits lower control flow divergence, as shown by its 1.49 × (1.36 ×) higher warp efficiency. The fine-grained parallelism available in BPC-PaCo and the thread-to-data mapping strategy are behind the better GPU utilization metrics achieved by our method. The total IPC is defined as the aggregated number of instructions executed per clock cycle by all SMs. The higher IPC of BPC-PaCo is due to a higher SM occupancy (85% vs 23%) achieved by the abundant thread- and instruction-level parallelism of our implementation. BPC-PaCo achieves higher SM activity because it exposes more parallelism in the form of thread blocks. This analysis also holds for the decoder.

In order to assess the performance bottleneck of our implementation, additional performance metrics have been collected via the Nvidia profiler. The main results obtained for the two-pass encoder indicate that:

1) The computational utilization, determined as the ratio between the achieved instruction throughput (i.e., IPC) and the maximum throughput theoretically attainable is 53%. The throughput for specific instruction types, like integer, load, or shift operations, is also well below their peak limits. This suggests that performance is not bounded by the computational throughput.

2) The memory bandwidth achieved is 28% since most of the memory traffic is filtered by the L1 and L2 caches. This indicates that the memory bandwidth can be discarded as the performance bottleneck too.

3) Most of the stalling cycles occurring in the execution pipeline are due to general computing operations. Only 20% of the stalling cycles are caused by memory dependencies. This indicates that our implementation is mainly bounded by the execution latency of dependent computing instructions.

Similar results are obtained with the three-pass version of the encoder and with both versions of the decoder.

Table VI reports the computational performance of BPC-PaCo when using different codeblock sizes. The width of the codeblock is 64 for all the tests so that the same optimized memory access pattern is employed. As seen in the table, the use of 64 × 32 codeblocks obtains the highest performance, which is approximately 12% higher than when using 64 × 64.
Fig. 6: Computational performance evaluation. Kakadu is executed with 32 CPU threads and GPU implementations are executed in a GTX TITAN X. Each pair of bars corresponds to an image.

TABLE V: GPU metrics achieved by BPC-PaCo and JPEG2K when coding a 4096×4096 image. The results are obtained with a GTX TITAN X. The speedup relative to JPEG2K is reported in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>JPEG2K</th>
<th>BPC-PaCo encoder</th>
<th></th>
<th>BPC-PaCo decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 passes</td>
<td>3 passes</td>
<td></td>
<td>2 passes</td>
</tr>
<tr>
<td>time (ms)</td>
<td>834</td>
<td>11.4 (73×)</td>
<td>15.8 (53×)</td>
<td></td>
</tr>
<tr>
<td>#inst. (\times 10^6)</td>
<td>8105</td>
<td>541 (15×)</td>
<td>730 (11.1×)</td>
<td></td>
</tr>
<tr>
<td>total IPC</td>
<td>11.3</td>
<td>50.4 (4.5×)</td>
<td>48 (4.2×)</td>
<td></td>
</tr>
<tr>
<td>SM activity</td>
<td>86%</td>
<td>94% (1.09×)</td>
<td>96% (1.12×)</td>
<td></td>
</tr>
<tr>
<td>warp efficiency</td>
<td>33%</td>
<td>49% (1.49×)</td>
<td>45% (1.36×)</td>
<td></td>
</tr>
<tr>
<td>SM occupancy</td>
<td>23%</td>
<td>85% (3.7×)</td>
<td>83% (3.61×)</td>
<td></td>
</tr>
</tbody>
</table>

TABLE VI: Evaluation of the execution time (reported in ms) of BPC-PaCo for different codeblock sizes when coding a 4096×4096 image. The experiments are carried out with a GTX TITAN X.

<table>
<thead>
<tr>
<th>codeblock size</th>
<th>encoder</th>
<th>decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 passes</td>
<td>3 passes</td>
</tr>
<tr>
<td>64×32</td>
<td>10.42</td>
<td>14.13</td>
</tr>
<tr>
<td>64×64</td>
<td>11.41</td>
<td>15.76</td>
</tr>
<tr>
<td>64×96</td>
<td>12.01</td>
<td>16.34</td>
</tr>
<tr>
<td>64×128</td>
<td>13.84</td>
<td>18.68</td>
</tr>
</tbody>
</table>

B. Scalability evaluation

The aim of the next experiment is to appraise the scalability of our implementation for different image sizes and different devices. This test uses one of the previous images scaled from 2048×2048 to 9216×9216. The main features of the GPUs employed in the following tests are reported in Table VII. The column that shows the peak computing throughput also depicts the normalized performance with respect to that GPU with the lowest throughput (i.e., the Tegra X1), in parentheses. The GPUs are sorted in this table by their peak throughput.

Fig. 7 depicts the performance results achieved with the two- and three-pass version of BPC-PaCo. For the GTX 480, GTX 750, and Tegra X1, our method achieves regular performance regardless of the image sizes selected in our experiments, i.e., performance scales proportionally with the size of the input data. This is seen in the figure in the form of almost straight plots. The GTX TITAN Black and GTX TITAN X penalize the performance when the images are small. This is because they have more arithmetic cores (3077 and 2880, respectively) than the other devices (a proportion of at least 5 to 1), requiring a minimum input data size larger than in the other devices to fully utilize their resources. As shown in Table III, the performance improves with the problem size until reaching images of 7168×7168. With codeblocks of 64×64, the coding of 2048×2048 image utilizes 1024 warps, which is not enough to use all cores of these GPUs. Since the execution performance is bounded by the latency of the computing instructions, a higher degree of warp-level parallelism helps hiding the waiting time for those latency, improving SM activity and resource utilization, thereby enhancing the performance.

The throughput achieved by BPC-PaCo with each GPU, shown in Fig. 7, does not correspond exactly with the peak throughput of each device, reported in Table VII. The dif-
TABLE VII: Features of the GPUs employed. The devices are sorted by their peak throughput.

<table>
<thead>
<tr>
<th>device</th>
<th>compute capability</th>
<th>SMs</th>
<th>cores × SM</th>
<th>total cores</th>
<th>clock frequency</th>
<th>peak throughput (normalized)</th>
<th>TDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTX TITAN X</td>
<td>Maxwell 5.2</td>
<td>24</td>
<td>128</td>
<td>3072</td>
<td>1000 MHz</td>
<td>3072 Gops/sec (12.00)</td>
<td>250 W</td>
</tr>
<tr>
<td>GTX TITAN Black</td>
<td>Kepler 3.5</td>
<td>15</td>
<td>192</td>
<td>2880</td>
<td>890 MHz</td>
<td>2563 Gops/sec (10.01)</td>
<td>250 W</td>
</tr>
<tr>
<td>GTX 480</td>
<td>Fermi 2.0</td>
<td>15</td>
<td>32</td>
<td>480</td>
<td>1400 MHz</td>
<td>672 Gops/sec (2.63)</td>
<td>250 W</td>
</tr>
<tr>
<td>GTX 750</td>
<td>Maxwell 5.0</td>
<td>4</td>
<td>128</td>
<td>512</td>
<td>1020 MHz</td>
<td>522 Gops/sec (2.04)</td>
<td>55 W</td>
</tr>
<tr>
<td>Tegra X1</td>
<td>Maxwell 5.3</td>
<td>2</td>
<td>128</td>
<td>256</td>
<td>1000 MHz</td>
<td>256 Gops/sec (1.00)</td>
<td>10 W</td>
</tr>
</tbody>
</table>

Fig. 7: Performance evaluation of BPC-PaCo with (a) 2 coding passes and (b) 3 coding passes when using different GPUs.

TABLE VIII: Performance metrics evaluation of BPC-PaCo when using different GPUs for coding a 4096×4096 image. Normalized performance is computed as samples/second divided by peak GPU throughput. The percentage of achieved IPC versus the peak IPC that is theoretically attainable by the GPU is reported in parentheses.

<table>
<thead>
<tr>
<th>cod. passes</th>
<th>time (in ms)</th>
<th>norm. perf.</th>
<th>#inst. (× 10^6)</th>
<th>total IPC (% of peak)</th>
<th>SM activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>11.4</td>
<td>15.8</td>
<td>0.479</td>
<td>0.346</td>
<td>541</td>
</tr>
<tr>
<td>3</td>
<td>12.9</td>
<td>18.3</td>
<td>0.507</td>
<td>0.358</td>
<td>485</td>
</tr>
<tr>
<td>2</td>
<td>30.5</td>
<td>39.8</td>
<td>0.819</td>
<td>0.628</td>
<td>481</td>
</tr>
<tr>
<td>3</td>
<td>42.4</td>
<td>70.1</td>
<td>0.758</td>
<td>0.458</td>
<td>538</td>
</tr>
<tr>
<td>2</td>
<td>159.3</td>
<td>259.4</td>
<td>0.411</td>
<td>0.253</td>
<td>541</td>
</tr>
</tbody>
</table>

ferences are assessed in more detail in Table VIII, which reports the execution time, normalized performance, instructions executed, total IPC, and SM activity when an image of 4096×4096 is coded. The GTX 480 is the most cost-effective device for the two-pass (and three-pass) version of BPC-PaCo, with a normalized performance of 0.819 (0.628) Msamples/second for every unit of peak performance throughput. This is more than 1.5× (1.65×) higher than the performance achieved with the more powerful devices GTX TITAN X and GTX TITAN Black, and 2× (2.5×) higher than the performance achieved with the Tegra X1. The GTX TITAN Black and GTX 480 execute between 11% and 14% fewer instructions than the other GPUs, which suggests that the Nvidia compiler generates a more compact code for the instruction set architectures of Kepler and Fermi than for Maxwell. The GTX TITAN X executes an average of 50.4 instructions per clock cycle (which corresponds to 50.4 × 32 = 1612.8 operations per clock cycle, with 32 being the number of operations per SIMD instruction or warp), which represents 53% of the peak computing potential that is theoretically attainable by its 3072 cores. Larger images improve the total IPC around 10% and the SM activity from 94-96% to almost 100% on the GTX TITAN X. However, the GTX 480 and the GTX 750 achieve higher resource efficiency (more than 75%) than the GTX TITAN GPUs (lower than 57%), and considerably higher than the Tegra X1 (around 36-42%). In summary, the GTX 480 benefits both from a more compact code and from a better resource utilization. The lower efficiency of the Tegra X1 demands further analysis, but a plausible explanation is that it has been designed sacrificing operation latency in order to reduce energy consumption.
C. Power consumption evaluation

The following test assesses the power consumption of the proposed method as compared to Kakadu and JPEG2K in two devices, namely, the GTX TITAN X and the Tegra X1. The GTX TITAN X is a high-performance GPU, whereas the Tegra X1 is the last generation of Nvidia mobile processors, especially devised to maximize the power-efficiency ratio. Although this device has modest computational power, its peak performance per watt ratio is much higher than that of other devices. This is seen in the rightmost column of Table VII, which reports the Thermal Design Power (TDP) of the device. We recall that the TDP is a metric that measures the maximum amount of heat generated by the device in typical operation. This metric is often used to compare the actual power consumption of different devices. As seen in the table, the TDP of the Tegra X1 is 10W as compared with the 250W of the GTX TITAN X.

Fig. 8 depicts the results achieved when coding the five images of the corpus. The vertical axis of the figure is the performance (in Msamples/second) divided by the TDP of the device. The TDP of Kakadu considers only 4 of the 8 processors of the workstations, so its TDP is 380W since each individual Xeon E5-4620 has a TDP of 95W. The obtained results indicate that the BPC-PaCo encoder (decoder) executed in a GTX TITAN X is 41.6 (38.1) times more power efficient than Kakadu, on average. When running in the Tegra X1, the BPC-PaCo encoder (decoder) is 61.1 (52.7) times more efficient than Kakadu. With respect to JPEG2K, the increase in power efficiency is approximately twice as that of Kakadu. This indicates that, in addition to achieve very high performance, the proposed algorithms and implementations are a lot less power-hungry than the state-of-the-art codecs, making it amenable for mobile devices.

VI. CONCLUSIONS

The algorithms in the core of current image coding systems are mainly devised from a sequential point of view. In image compression standards such as JPEG2000, these core algorithms employ bitplane coding strategies and arithmetic coders to code the coefficients of a transformed image. Their main characteristic is to scan the coefficients in a linear fashion producing a bitstream that can only be encoded/decoded sequentially symbol after symbol. This enormously limits the fine-grained parallelism that can be achieved in high-performance devices such as GPUs. Aimed to tackle this issue, our previous work [20] presented BPC-PaCo, an algorithm that, still employing bitplane strategies and arithmetic coders, divides the workload in small pieces that can be processed by lock-step threads of execution in a SIMD fashion. The proposed method does not sacrifice any of the advanced features of the state-of-the-art coding systems and has only a slight penalization in coding performance.

This paper presents the first implementation of BPC-PaCo. The main insights of the proposed implementation are an efficient thread-to-data mapping, a smart memory management, and fast cooperation mechanisms among the threads in a warp. The experimental results achieved with the proposed implementation indicate that it is a very high-performance, power-friendly codec. The main advantage of BPC-PaCo is that its implementation in GPUs achieves a computing performance that is in the order of 30× higher than the best implementations of conventional image codecs in CPUs, while its power consumption is 40× times lower. This suits applications with requirements like real time coding, massive data production, or constrained power. Examples of such applications are digital cinema, TV production, or mobile imaging, among others. The implementation employed in this work is freely available in [27].
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